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Abstract—Autonomy is the next frontier of research in robotic
surgery and its aim is to improve the quality of surgical
procedures in the next future. One fundamental requirement
for autonomy is advanced perception capability through vision
sensors. In this paper, we propose a novel calibration technique
for a surgical scenario with a da Vinci® Research Kit (dVRK)
robot. Camera and robotic arms calibration are necessary to
precise position and emulate expert surgeon. The novel calibra-
tion technique is tailored for RGB-D cameras. Different tests
performed on relevant use cases prove that we significantly
improve precision and accuracy with respect to state of the art
solutions for similar devices on a surgical-size setups.

Index Terms—Autonomous robotic surgery, calibration, RGB-
camera

I. INTRODUCTION

A significant part of current research in Robotic-assisted
Minimally Invasive Surgery (R-MIS) is focussing on the devel-
opment of autonomous systems for the execution of repetitive
surgical steps, such as suturing, ablation and microscopic im-
age scanning [1]. Autonomy requires systems with advanced
perception, reasoning and motion planning, as highlighted
in [2], [3]. However, image-guided interventions require an
accurate calibration to map poses of robots, instruments and
anatomy to a common reference frame. We propose a novel
calibration method for the surgical robotic scenario using the
da Vinci® Research Kit (dVRK) and an RGB-D camera. We
perform exhaustive experimental validation on relevant use
cases for surgery. We separate the calibration of the robotic
arms (two Patient-Side Manipulators, PSM1 and PSM2, and
an Endoscope Camera Manipulator, ECM) from the hand-eye
calibration of the camera. For both calibrations we propose a
three-step method with closed-form solution:

1) touching reference points on a custom calibration board
with the end-effectors of the surgical robot.

2) recognizing the same reference points with the RGB-D
camera.

3) mapping the poses reached by the robotic arms in the
first step to the 3D points computed in the second step.

The main advantage of the proposed method is the improved
accuracy in a 3D metric space and with our method the camera
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can be mounted on the moving endoscopic arm of the dVRK,
overcoming the limitations of a fixed camera.

II. THE FRAMEWORK

We use a custom calibration board, shown in Figure 1a, with
an ArUco marker in the center of a circumference of 50mm
radius, with several reference dots. We equipped the ECM with
a 3D-printed adapter, shown in Figure 1b. The adapter has a
smaller tip than the ECM to guarantee precise positioning on
the dots on the board.
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(a) Calibration pattern (b) ECM adapter

Fig. 1. The calibration components. a) the calibration board with the marker,
the coloured axes represents the common reference frame directions b) the
adapter for the ECM positioning.

The procedure starts by positioning the calibration board in
the robot workspace. We choose a set of reference points P
such that each point p ∈ P is reachable by the three arms and
visible from the camera. The points in P must be symmetric
with respect to the center of the board to compute the origin of
the common reference frame; at least three points are needed
to estimate the plane coefficients. The best fitting plane is
characterized by the centroid of the point set P , c, and the
normal vector n. Their optimal estimations are the solution of
the optimisation problem

{ĉ, n̂} = argmin
c,|n|2=1

n∑
i=1

((pi − c)Tn)2 (1)

To generate a common reference frame for all the tools, we
use tele-operation provided by the dVRK to position the end
effector of the PSMs and the ECM on points in P . To this
aim, we mount the 3D-printed adapter shown in Figure 1b on
the ECM. We touch points with each arm in the same order,
then we place the tools above the board to define the plane
normal direction.

Afterwards, we proceed with the 3D hand-eye calibration
of the camera. We first detect the center of the Aruco marker
on the board with respect to the camera frame. Once we get
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a stable pose of the marker, we align the pose on the point
cloud generated from the depth map.

Finally, we use the marker pose and its known radius to
generate the pose of every dot in the set P in the marker
reference frame, as well as the point above the calibration
board.

III. EXPERIMENTAL SETUP

The validation of the proposed method has been carried
out with the dVRK robot. The stereo endoscope has been
augmented with an Intel RealSense d435 RGB-D camera
rigidly attached to the endoscope through a 3D printed adapter.
To experimentally validate our methodology we compared our
calibration with the Tsai’s method [4] in one benchmark test
for surgical robotics: Localization and grasping of small targets
(Fig. 2).

In this task the two PSMs must autonomously grasp a ring
placed on the calibration board, in this case on location 2.
The RGB-D camera identifies the point cloud corresponding

Fig. 2. Setup for the localization and grasping experiment. The numbers on
calibration board represents the nine locations used during the experiment.
The ring is identified by the camera and then reached by the PSMs.

to the ring after color and shape segmentation, and points are
transformed from the camera to the common reference frame.
The ring has a diameter of 15mm, and the target point for both
PSMs is chosen as the center of the ring. The ring is placed
in the 9 different locations on the board to cover the full x−y
plane, as shown in Figure 2. The arms reach the target points
ten times, and for each iteration we compute the Euclidean
distance between the target and the final positions of the PSMs.
In this way, we estimate the mean accuracy of our calibration
procedure on the x−y plane. The results are reported in Figure
3 and compared with state-of-the-art Tsai’s calibration method
[4]. It is worth mentioning that errors are comprehensive of
the estimated kinematic accuracy of the da Vinci®: 1.02mm
on average when localizing and reaching fiducial markers [5],
with a maximum error of 2.72mm [6].

Table I shows that our method achieves significantly better
accuracy (0.53mm average error against 1.83mm with Tsai’s
calibration). The error does not depend on the location of the
ring on the x− y plane.

IV. CONCLUSION

In this paper we proposed a novel 3D calibration proce-
dure for the patient-side manipulators and the ECM of the

TABLE I
A COMPARISON OF THE ERROR IN THE LOCALIZATION AND GRASPING

TEST

Max error Mean error Std dev
(mm) (mm) (mm)

Our method 1.07 0.53 0.15
Tsai [4] 3.17 1.83 0.33

Fig. 3. The measured 3D positioning errors between the robot end effector
and the grasping point

da Vinci® surgical robot. Our procedure exploits an RGB-D
Realsense camera. We have validated our calibration procedure
by evaluating in one of the use cases for surgery localization
and grasping of a small object. This task require an accurate
estimation of the transformation tree connecting the arms and
the camera, to guarantee precise positioning and coordination
of the PSMs. In our experiment the proposed method outper-
forms the state-of-the-art solution proposed by Tsai. We will
develop an autonomous procedure for our calibration method,
which can significantly reduce manual errors and simplify its
implementation in a surgical setup.
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